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Abstract
A fundamental challenge in artificial intelligence
is learning useful representations of data that yield
good performance on a downstream task, without
overfitting to spurious input features. Extracting
such task-relevant predictive information is par-
ticularly difficult for real-world datasets. In this
work, we propose Contrastive Input Morphing
(CIM), a representation learning framework that
learns input-space transformations of the data to
mitigate the effect of irrelevant input features on
downstream performance. Our method leverages
a perceptual similarity metric via a triplet loss
to ensure that the transformation preserves task-
relevant information. Empirically, we demon-
strate the efficacy of our approach on tasks which
typically suffer from the presence of spurious
correlations: classification with nuisance infor-
mation, out-of-distribution generalization, and
preservation of subgroup accuracies. We addi-
tionally show that CIM is complementary to other
mutual information-based representation learning
techniques, and demonstrate that it improves the
performance of variational information bottleneck
(VIB) when used together.

1. Introduction
At the heart of human intelligence is the property of robust
generalization – given one or a handful of examples, we are
typically able to learn a concept and apply it across a variety
of tasks and conditions.

Modern machine learning aims to replicate this phenomenon

with our artificial agents – one such way to do so is via repre-
sentation learning, or extracting features from raw data that
enable predictions with high accuracy (Hinton & Salakhut-
dinov, 2006; Vincent et al., 2010; Chen et al., 2016; Van
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Den Oord et al., 2017; Oord et al., 2018). In particular,
the recent successes of deep neural networks (Dean et al.,
2012; LeCun et al., 2015) have been pivotal towards step-
ping closer to this goal. However, their rapidly growing size
and large-scale training procedures, coupled with complex,
high-dimensional data sources, pose significant challenges
for learning models that perform well on a given task with-
out overfitting to spurious input features (Zhang et al., 2016;
Ilyas et al., 2019; Geirhos et al., 2020). As a result, trained
networks have been shown to fail spectacularly on out-of-
domain generalization tasks (Beery et al., 2018; Rosenfeld
et al., 2018) and exhibit poor performance for rare sub-
groups present in data (Hashimoto et al., 2018; Goel et al.,
2020), among others.

A wide range of methods tackle this problem, including
regularization, data augmentation, leveraging causal expla-
nations, and self-training (Srivastava et al., 2014; Chen et al.,
2020b; Sagawa et al., 2019; Chen et al., 2020b; Gulrajani
& Lopez-Paz, 2020). In particular, prior art places a heavy
emphasis on lossless access to the input data during training,
then constructing a high-level representation which extracts
the necessary task relevant information. Yet it is reasonable
to assume that in some cases, we desire access to only a sub-
set of the input which is relevant to the task – for example,
the background color in an image of a “7” is unnecessary for
identifying its digit class. The fundamental challenge, then,
is discerning which parts of the input are relevant without
requiring access to privileged information (e.g. the nature
of the downstream task) at training time.

Our approach, Contrastive Input Morphing (CIM), lever-
ages labeled supervision to learn lossy input-space trans-
formations of the data that mitigate the effect of irrelevant
input features on downstream predictive performance. The
key workhorse of CIM is an auxiliary network called the
Transformation Network (TN). Drawing inspiration from
the “robustness” of the human visual system (Geirhos et al.,
2020), perceptual similarity metrics (Wang et al., 2004;
Zhang et al., 2018), and metric learning (Goldberger et al.,
2004; Weinberger & Saul, 2009; Schroff et al., 2015; Koch,
2015), the TN is trained via a triplet loss that computes the
perceptual similarity between sets of transformed inputs, ex-
amples from the same class as the input (positive examples),
and those from competing classes (negative examples). This
measure of similarity is captured by the structural similarity
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Figure 1. An end-to-end flowchart for the CIM training procedure. The Transformation Network (TN) maps an input image x into a
weighting matrix m, then uses a triplet loss over the modified input using m, positive samples, and negative samples to facilitate learning
task-relevant representations. The final transformed image ψ(x) = m ◦ x is used to train the downstream classifier fθ .

metric, or SSIM (Wang et al., 2004) – a metric developed
to extract features of an image that are striking to human
perception. Intuitively, this objective uses the shared in-
formation from competing classes as a proxy for spurious
correlations in the data, while leveraging the shared informa-
tion within the same class as a heuristic for task-relevancy
(Khosla et al., 2020).

The framework for CIM is quite general: it can be used
as a plug-in module for training any downstream classifier,
and we demonstrate a particular instance of its compatibil-
ity with variational information bottleneck (VIB) (Alemi
et al., 2016), a mutual information (MI)-based representa-
tion learning technique. We emphasize that our method does
not assume access to the exact nature of the downstream
task, such as attribute labels for rare subgroups.

A flowchart of the CIM training procedure can be found in
Figure 1.

Empirically, we evaluate our method on five different
datasets under three settings that suffer from spurious cor-
relations: classification with nuisance background informa-
tion, out-of-domain (OOD) generalization, and improving
accuracy uniformly across subgroups. In the first task, we
show that when CIM is used with VIB (CIM+VIB), it out-
performs ERM on colored MNIST and improves over the
ResNet-50 baseline on the Background Challenge (Xiao
et al., 2020). Similarly, CIM+VIB outperforms relevant
baselines using ResNet-18 on the VLCS dataset (Torralba
& Efros, 2011) for OOD generalization. For subgroup accu-
racies, our method outperforms unsupervised methods on
CelebA (Liu et al., 2015) and the Waterbirds dataset (Wah
et al., 2011) in terms of worst-group accuracy.

To the best of our knowledge, this work is the first to explore
SSIM in a contrastive learning setup and to demonstrate its
usefulness for learning robust representations on tasks which
suffer from spurious correlations, unlike previous works

which were limited to image classification or adversarial
robustness (Snell et al., 2017; Abobakr et al., 2019). In
summary, our contributions in this work are as follows:

1. We propose CIM, a method demonstrating that lossy
access to input data helps extract good task-relevant
representations.

2. We show that CIM is complementary to existing meth-
ods, as the learned transformations can be leveraged
by other MI-based representation learning techniques
such as VIB.

3. We empirically verify the robustness of the learned
representations to spurious correlations in the input
features on a variety of tasks (Section 4).

2. Preliminaries
2.1. Notation and Problem Setup

We consider the supervised learning setting with inputs
x ∈ X ⊆ Rd and corresponding labels y ∈ Y = {1, . . . , k}.
We assume access to samples D = {(xi, yi)}ni=1 drawn
from an underlying (unknown) distribution pdata(x, y), and
use capital letters to denote random variables, e.g. X and Y .
We use P (X,Y ) to denote their joint distribution as well as
P (·) for the marginal distribution.

Our goal is to learn a classifier fθ : X → Y , where fθ ∈ Θ
achieves low prediction error according to some loss
function ` : Θ× (X ×Y)→ R. Specifically, we minimize:

Lsup(θ) = Ex,y∼pdata(x,y)[`(fθ(x), y)] ≈
n∑
i=1

`(fθ(xi), yi)

(1)

In addition to good classification performance, we aim to
learn representations of the data, which: (a) are highly pre-
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dictive of the downstream task; and (b) do not rely on spu-
rious input features. That is, the learned representations
should be task-relevant.

2.2. Metric Learning

Metric learning (Goldberger et al., 2004) refers to a family
of methods which learn a notion of similiarity (the metric
of interest) between sets of inputs to extract meaningful
representations from data. Although several variations of
the method exist, they all share a unifying principle in which
examples from the same group are closer together in feature
space, while those from opposing groups are further apart
(Davis et al., 2007; Weinberger & Saul, 2009; Schroff et al.,
2015; Koch, 2015; Hoffer & Ailon, 2015). Such methods
typically operate over a triplet or contrastive loss (Khosla
et al., 2020) which allows for gradient-based learning of an
appropriate distance-based measure between the examples.

2.3. Structural Similarity Metrics

The key ingredient for training the TN is the SSIM met-
ric (Wang et al., 2004), though we leverage its multi-scale
variant (MS-SSIM) (Wang et al., 2003) for our experiments.
Given a pair of images, SSIM metrics compute local, pixel-
wise statistics across their luminance (l), contrast (c), and
structure (s) to assign a score for their perceptual image
quality. Such comparison functions capture features that the
human visual system are sensitive to (Hore & Ziou, 2010),
making SSIM a more desirable candidate for comparing im-
ages in pixel space relative to others such as the `2 distance.

More concretely, for a pair of images x and y, we denote
the mean pixel intensity of x as µx, the standard deviation
of its pixel intensity as σx, and the covariance between the
pixels in x and y as σxy. The respective quantities for the
second image y (µy and σy) are defined analogously. Then,
the luminance, contrast, and structure are given by:

l(x, y) =
2µxµy
µ2
x + µ2

y

(2)

c(x, y) =
2σxσy
σ2
x + σ2

y

(3)

s(x, y) =
σxy
σxσy

(4)

MS-SSIM (shortened to MS) considers multiple scales M
by relaxing the assumption of a fixed image sampling den-
sity. Specifically, we compute the MS-SSIM metric as:

MS(x, y) = lM (x, y)

M∏
j=1

cj(x, y)sj(x, y) (5)

where cj and sj denote the contrast and structure of im-
ages x and y at scale j respectively, and lM denotes the
luminance only at scale M .

2.4. Information Bottleneck

Another way to measure “task-relevance” in random vari-
ables is to consider the total amount of information that
a compressed (stochastic) representation Z contains about
the input variable X and the output variable Y . In particu-
lar, (variational) information bottleneck (IB) (Tishby et al.,
2000; Chechik et al., 2005; Alemi et al., 2016) is a frame-
work which utilizes MI to quantify this dependence via the
following objective:

min
P (Z|X)

I(X;Z)− βI(Z;Y ) (6)

where β > 0 controls the importance of obtaining good
performance on the downstream task. Given two random
variables X and Z, I(X;Z) is computed as

DKL(P (X,Z)||P (X)P (Z)) = EP (X,Z)

[
log

P (X,Z)

P (X)P (Z)

]
(7)

We conjecture that because MS-SSIM is well-correlated
with MI (Belghazi et al., 2018), inputs transformed by CIM
should help MI-based representation learning methods such
as VIB learn more task-relevant features; we further explore
and empirically verify this hypothesis in Section 4.

3. Contrastive Input Morphing
We propose to approximate the information content between
task-relevant and irrelevant features via local, pixel-level
image statistics learned through a triplet loss. Our goal is
to leverage both these statistics and labeled examples to
learn desirable input-space transformations of the data for
improved performance on various downstream tasks.

3.1. Transformation Network Training Procedure

Network Architecture and Input Transformation. We
utilize a convolutional autoencoder for the Transformation
Network (TN) to learn the appropriate transformation for
each data point. The TN, which is parameterized by φ,
takes in an image x ∈ RH×W×C and produces a weight
matrixm ∈ RH×W×1 normalized by the sigmoid activation
function, where H ×W denotes the height and width of
the image, and C denotes the number of channels. We then
use this weight matrix m to transform the input samples
by composing it with the learned mask via element-wise
multiplication, which gives us the final transformed image
ψ(x) = m� x. The classifier fθ(·) is trained via the usual
cross entropy loss on ψ(x).

Sampling Positive and Negative Examples. We note
that there exist several strategies for sampling triplets in
Eq. 8. In CIM, we independently sample one x+ and one
x− for each x: that is, for each minibatch of anchor points
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{xi}ni=1 of size n, we sample n distinct positive examples
and n distinct negative examples during training (for a total
minibatch size of 3n). We further explore the effect of the
sampling procedure on CIM’s performance in Section 4.4.

Triplet Loss. The TN is trained via a triplet loss that op-
erates over sets of three examples at a time: (x, x+, x−),
where given an anchor point x, x+ is a positive example
from the same class as x, and x− is a negative example
from a different class as x. To encourage the transformed
input’s pixel-wise statistics to be more similar to those of the
positive examples (while remaining more dissimilar from
those of the negative examples), we apply the MS-SSIM
metric from Eq. 5. Therefore, our triplet loss is defined as:

Lcon(φ) = min
φ

MS(ψ(x), x+)−MS(ψ(x), x−) (8)

Learning Objective. Therefore, our final objective is:

LCIM(φ, θ) = λLcon(φ) + Lsup(θ) (9)

where λ > 0 is a hyperparameter which controls the con-
tribution of the triplet loss from Eq. 8, and Lsup(θ) is the
standard cross entropy loss for multi-class classification us-
ing the classifier fθ. The parameters for the transformation
network (φ) and the classifier (θ) are trained jointly.

3.2. Additional Variants of CIM

We further explore different variants of CIM based on the
observation that there exist various strategies for measuring
task-relevant information. For brevity, we report the results
of the additional variants in Appendix B.

CIMg. In this setup, we draw inspiration from the neural
style transfer literature (Gatys et al., 2015; Li et al., 2017b;
Sastry & Oore, 2019) and operate with Gram matrices (inner
products) of the triplets’ features. Specifically, we modify
CIM’s loss such that it encourages the positive examples’
Gram matrices to move closer together in the embedding
space to those of the input, while ensuring that the negative
examples’ representations are further apart. Therefore the
loss is calculated as:

Lcon(φ) = min
φ
{SXT

+ − SXT
−} (10)

where S (Figure 1) denotes the learned representation by
TN which in our setup has the same dimensions as the input.

CIMf. To assess whether working in feature space would
be more beneficial than working directly in the output space,
we also encode the negative and positive samples using the
TN in addition to the input.

We then create three transformation matrices (m1,m2, and
m3) that we use to modify the input, negative example, and

positive example, respectively. These three modified triplets
are used to compute the loss during training as in Eq. 8.

CIM + VIB. Finally, we evaluate CIM’s compatibility
with VIB to demonstrate that our method can be coupled
with any (supervised) MI-based representation learning tech-
nique. In the CIM+VIB approach, in addition to modifying
the input with CIM, we regularize the final feature vector Z
of the classifier (the layer before the softmax) with the VIB
objective. Therefore, the final loss is given by the following:

LCIM+VIB(φ, θ) = λLcon(φ)+Lsup(θ)+DKL(Q(Z|X)||P (Z))
(11)

where P (Z) ∼ N (0, I) denotes the prior distribution over
the stochastic representations Z and Q(Z|X) denotes the
approximate posterior over the latent variables. We refer the
reader to Appendix A for more details on the VIB architec-
ture and hyperparameters.

4. Experimental Results
For our experiments, we are interested in empirically inves-
tigating the following questions:

1. Are CIM’s learned representations robust to spurious
correlations in the input features?

2. Does the input transformation learned by CIM improve
domain generalization?

3. How well can CIM preserve classification accuracy
across subgroups?

Datasets: We consider various datasets and tasks to test
the effectiveness of our method. We first construct a col-
ored variant of MNIST (LeCun, 1998) to demonstrate that
CIM successfully ignores nuisance background information
in a digit classification task, then further explore this find-
ing on the Background Challenge (Xiao et al., 2020) – a
more challenging dataset. Next, we evaluate CIM on the
VLCS dataset (Torralba & Efros, 2011) to demonstrate that
the input transformations help in learning representations
that generalize to OOD distributions. Then, we study two
benchmark datasets, CelebA (Liu et al., 2015) and Water-
birds (Wah et al., 2011; Zhou et al., 2017), to show that
CIM preserves subgroup accuracies.

Models: We use different classifier architectures depend-
ing on the downstream task. While ResNet-50 is the default
choice for most datasets, we use ResNet-18 for a fair com-
parison with existing OOD generalization benchmarks. For
the Colored MNIST experiment, we use a simple 3-layered
multi-layer perceptron (MLP). The three fully-connected
layers are of size 1024, 512, and 256 with ReLU activations.

We also experiment with VIB (Alemi et al., 2016) as both
a competing and complementary approach to CIM. We
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(a) Visualization of the learned masks. (b) Test accuracy in Colored MNIST experiments.

Figure 2. (a) Qualitative visualizations of the learned masks without and with CIM. The first, second, and third rows show the input,
without CIM and with CIM weighting, respectively. The grayscale images are the learned per-pixel weights for each sample. (b) Colored
MNIST classification results with different α values, where α denotes the proportion of digits colored with the opposite background color
at test time. Both CIM and CIM+VIB significantly outperform ERM. Results are averaged over 3 runs.

use ResNet-50 as the encoder in VIB to be consistent with
baselines and competing methods. We test three different
settings for VIB, where we: (a) apply KL regularization on
the last layer of the encoder.

(b) apply KL regularization on the last layer directly, but add
3 fully connected layers before calculating the cross-entropy
loss; and (c) follow variant (a) after adding a fully connected
layer after the last layer of the encoder. We found that (c)
worked the best out of all three configurations, and refer the
reader to Appendix A.1 for additional details.

As a strong contrastive learning baseline, we lightly mod-
ify the supervised contrastive learning (SCL) approach to
make it comparable with our setup. That is, we train SCL
end-to-end (SCLE2E) by learning the self-supervised repre-
sentations jointly with the downstream classification task of
interest. Therefore, the contrastive loss of SCLE2E becomes:

Lcon(φ) = min
φ
||E(x)− E(x+)||2 − ||E(x)− E(x−)||2

(12)
where E(.) is the last encoded feature vector of size 2048 in
ResNet-50 and the model is parameterized by φ. We refer
the reader to Appendix A for additional experimental details
and model hyperparameters.

4.1. Classification with Nuisance Backgrounds

Colored MNIST: As a warm-up, we assess whether
CIM can distinguish between two MNIST digit groups
(0-4 and 5-9) in the presence of a spurious input feature
(background color). We construct a dataset such that a clas-
sifier will achieve low accuracy by relying on background
color. For a given value α, we color α% of all digits labeled
“0-4” and “5-9” in the training set with yellow and blue
backgrounds, respectively. The remaining (100− α)% of
each of the digits’ backgrounds are then painted with the op-
posite color. We vary this proportion by α = {0.5, 1.0, 2.0}.

At test time, we color all the digits labeled “0-4” in yel-
low, while coloring the “5-9” digits’ backgrounds in blue.
Figure 2b shows that CIM+VIB is better able to utilize rel-
evant information for the downstream task in comparison
to ERM by 26.67%, 10.84%, and 4.55% on models trained
with α = {0.5, 1.0, 2.0} respectively. This suggests that the
input transformations learned by CIM are indeed preserving
task-relevant information that can be better leveraged by
MI-based representation learning methods such as VIB.

Background Challenge: To evaluate whether the favorable
results from Colored MNIST translate to a more challeng-
ing setup, we test CIM on the Background Challenge (Xiao
et al., 2020). The Background Challenge is a public dataset
consisting of ImageNet-9 (Deng et al., 2009) test sets with
varying amounts of foreground and background signals, de-
signed to measure the extent to which deep classifiers rely
on spurious features for image classification. We compare
CIM’s performance to relevant baselines in 2 test set con-
figurations: Mixed-rand (MR), where the foreground is
overlaid onto a random background; and Mixed-same
(MS), where the foreground is placed on a background from
the same class. The background gap (BGp), or the differ-
ence between these two scenarios, is a measure of average
robustness to varying backgrounds from different image
sources.

As shown in Table 2, CIM+VIB outperforms the baseline
ResNet-50’s performance by 6.6% on Mixed-rand (MR),
1.6% on the original test set, and 0.3% on Mixed-same
(MS). More importantly, CIM+VIB reduces the background
gap (BGp) by 6.3% as compared to the baseline ResNet-
50, and 1.4% as compared to VIB alone. These results
demonstrate that our method indeed learns task-relevant rep-
resentations without relying on nuisance sources of signal.
We note that although SCLE2E achieves slightly higher ac-
curacy on the original test set, the background gap (BGp)
remains relatively large, which is undesirable. Additionally,



Robust Representation Learning via Perceptual Similarity Metrics

Method Caltech LabelMe Pascal Sun Average

DeepC (Li et al., 2018b) 87.47 62.06 64.93 61.51 68.89
CIDDG (Li et al., 2018b) 88.83 63.06 64.38 62.10 69.59
CCSA (Motiian et al., 2017) 92.30 62.10 67.10 59.10 70.15
SLRC (Ding & Fu, 2017) 92.76 62.34 65.25 63.54 70.15
TF (Li et al., 2017a) 93.63 63.49 69.99 61.32 72.11
MMD-AAE (Li et al., 2018a) 94.40 62.60 67.70 64.40 72.28
D-SAM (D’Innocente & Caputo, 2018) 91.75 57.95 58.59 60.84 67.03
Shape Bias (Asadi et al., 2019) 98.11 63.61 74.33 67.11 75.79

VIB (Alemi et al., 2016) 97.44 66.41 73.29 68.49 76.41
SCLE2E (Ours) 95.56 66.72 73.16 65.10 75.14
CIM (Ours) 98.21 67.80 73.97 69.01 77.25
CIM + VIB (Ours) 98.81 66.49 74.89 70.13 77.58

Table 1. Multi-source domain generalization results (%) on the VLCS dataset with ResNet-18 as the base network for downstream
classification. All reported numbers are averaged over three runs. CIM+VIB outperforms the state-of-the-art model (Asadi et al., 2019).

as shown in Figure 3b, SCLE2E is more computationally
expensive as compared to other methods.

OR (↑) MS (↑) MR (↑) BGp (↓)
Res50 (Xiao et al., 2020) 96.3 89.9 75.6 14.3

VIB (Alemi et al., 2016) 97.4 89.9 80.5 9.4
CIM (Ours) 97.7 89.8 81.1 8.8
SCLE2E (Ours) 98.2 90.7 80.1 10.6
CIM + VIB (Ours) 97.9 90.2 82.2 8.0

Table 2. Results from the Background Challenge on ImageNet-9
using ResNet-50. Our method outperforms the relevant baselines
across all three datasets. The difference between MS and MR is
the background gap (BGp). OR corresponds to accuracy on the
original test set.

4.2. Out-of-Domain Generalization

In this experiment, we evaluate CIM on OOD generalization
performance using the VLCS benchmark dataset (Torralba
& Efros, 2011). VLCS consists of images from five object
categories shared by the PASCAL VOC 2007, LabelMe,
Caltech, and Sun datasets, which are considered to be four
separate domains. We follow the standard evaluation strat-
egy used in (Carlucci et al., 2019), where we partition each
domain into a train (70%) and test set (30%) by random
selection from the overall dataset. We use ResNet-18 as the
backbone to make a fair comparison with the state-of-the-art.
As summarized in Table 7, CIM+VIB outperforms the state-
of-the-art (Shape Bias (Asadi et al., 2019)) on each domain
and by 1.79% on average, bolstering our claim that using
a lossy transformation of the input is helpful for learning
task-relevant representations that generalize across domains.

4.3. Preservation of Subgroup Performance

We investigate whether representations learned by CIM per-
form well on all subgroups on CelebA and Waterbirds
datasets. Preserving good subgroup-level accuracy is chal-
lenging for naive ERM-based methods, given their tendency
to latch onto spurious correlations (Kim et al., 2019; Ar-
jovsky et al., 2019; Chen et al., 2020b). Most prior works
leverage privileged information such as group labels to mit-
igate this effect (Ben-Tal et al., 2013; Vapnik & Izmailov,
2015; Sagawa et al., 2019; Goel et al., 2020; Xiao et al.,
2020). As the TN is trained to capture task-relevant features
and minimize nuisance correlations between classes, we
hypothesize that CIM should perform well at the subgroup
level even without explicit subgroup label information.

For a fair comparison, we use ResNet-50 as the backbone in
all of our trained models. Table 3 shows that CIM+VIB out-
performs unsupervised methods on CelebA and Waterbirds
in terms of worst-group accuracy, while significantly im-
proving over ERM by 42.49% and 17.23% on CelebA and
Waterbirds datasets, respectively. We emphasize that the
favorable performance of CIM+VIB is obtained without us-
ing subgroup labels, in contrast with supervised approaches.
For additional results with different variants of our method,
we refer the reader to Appendix B.

4.4. Ablation Studies

Next, we perform a series of ablation studies to assess the
contributions of each component in CIM.

Effect of the contrastive loss. First, we investigate how
much of the performance improvement in our method is
due to the transformation learned via the contrastive loss,
rather than a general attention-like mechanism that operates
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Dataset Method Unsupervised (subgroub-level) Worst group acc. Average acc.

C
el

eb
A

GDRO (Sagawa et al., 2019) 7 88.30 91.80
ERM 3 41.10 94.80
Baseline (Ours) 3 70.31 93.98
SCLE2E (Ours) 3 68.80 95.80
VIB (Alemi et al., 2016) 3 78.13 91.94
CIM (Ours) 3 81.25 89.24
CIM + VIB (Ours) 3 83.59 90.61

W
at

er
bi

rd
s

GDRO (Sagawa et al., 2019) 7 83.80 89.40
CAMEL (Goel et al., 2020) 7 89.70 90.90
ERM 3 60.00 97.30
Baseline (Ours) 3 62.19 96.42
SCLE2E (Ours) 3 64.10 96.50
VIB (Alemi et al., 2016) 3 75.31 95.39
CIM (Ours) 3 73.35 89.78
CIM + VIB (Ours) 3 77.23 95.60

Table 3. Average and worst-group accuracies for CelebA and Waterbird benchmark datasets. Methods without group-level supervision
(3) are preferable over those with group-level supervision (7). CIMs + VIB outperforms unsupervised methods on both datasets, while
achieving comparable performance against supervised approaches. Underline shows the best accuracy among the unsupervised methods.

directly over a single input (without any positive or nega-
tive examples). As shown in Figure 3a, we find that simply
learning a reweighting matrix m via the TN with λ = 0 in
Eq. 9 leads to a significant performance degradation relative
to CIM on the Waterbirds dataset. For a more in-depth qual-
itative analysis, we visualize the learned transformations
both with and without CIM after they have been composed
with the input. As shown in Figure 2a, we observe that the
the transformation learned by CIM places less emphasis on
the task-irrelevant information (background).

Effect of coupling VIB and CIM. Next, we analyze how
much of the performance improvement of CIM+VIB over
relevant baselines is from the learned input transformation,
rather than using VIB as a downstream feature extractor.
As shown in Table 4, we observe that CIM significantly
improves VIB’s performance (9.01%, 1.92%, 1.17% im-
provements on Colored MNIST, Waterbirds, and VLCS
respectively), demonstrating that the learned transformation
is indeed useful for better representation learning.

Effect of positive and negative samples. Additionally, we
evaluate the effect of the positive and negative terms in
our contrastive loss function on the Waterbirds dataset. Ta-
ble 5 demonstrates that both the negative and positive sam-
ples contribute to improving the worst-group accuracies. In
particular, the worst- and second worst-group accuracies
improve by 5.07% and 5.48% respectively, relative to the
model without the contrastive loss (i.e. only m). We present
additional results on sampling strategies for the positive and
negative examples in Table 9 of the Appendix.

Method Colored MNIST Waterbirds VLCS

Baseline 54.87 62.19 75.83
VIB 56.82 75.31 76.41
CIM 65.27 73.34 77.17
CIM+VIB 65.83 77.23 77.58

Table 4. Ablation study of CIM+VIB. Higher is better. We find that
the learned input-space transformation helps VIB extract more pre-
dictive features for the downstream classification task of interest,
as CIM+VIB outperformed all model configurations.

Method Worst-group 2nd worst-group

Only m (without CIM) 68.28 68.75
CIM (only x−) 69.29 71.25
CIM (only x+) 72.81 73.59
CIM (both x+ and x−) 73.35 73.75

Table 5. Ablation study for the effect of positive and negative sam-
ples on the worst-group and second worst-group accuracy on Wa-
terbirds dataset. The triplet loss, which leverages both positive and
negative samples, outperformed the other configurations.

Computational Overhead. Finally, we compare the com-
putational overhead of our approach relative to other base-
lines on the Waterbirds dataset in Figure 3b. Because CIM
needs to calculate the triplet loss for every data point in a
minibatch, our method is indeed slower than ERM or VIB.
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(a) Effect of CIM on accuracy. (b) Wall clock time per epoch.

Figure 3. a) Ablation study investigating the effect of CIM, where
we find that simply learning a reweighting matrix without a con-
trastive loss leads to worse performance. b) Training times per
epoch on Waterbirds dataset. SCL is much slower than CIM+VIB
,as it requires encoding all x, x−, and x+, while CIM+VIB only
needs to encode x.

However, we note that we are much faster than SCL, as CIM
only requires encoding a single input x via the TN rather
than SCL, which must encode all triplets x, x+, and x−.

5. Related Work
Contrastive representation learning. There has been a
flurry of recent work in contrastive methods for represen-
tation learning, which encourages an encoder network to
map “positive” examples closer together in a latent embed-
ding space while spreading the “negative” examples further
apart (Oord et al., 2018; Hjelm et al., 2018; Wu et al., 2018;
Tian et al., 2019; Arora et al., 2019; Chen et al., 2020a).
Some representative approaches include triplet-based losses
(Schroff et al., 2015; Koch, 2015) and variants of noise
contrastive estimation (Gutmann & Hyvärinen, 2010). In
particular, recent work (Tian et al., 2020; Wu et al., 2020)
has shown that minimizing MI between views while maxi-
mizing predictive information of the representations with
respect to the downstream task, leads to performance im-
provements, similar to IB (Chechik & Tishby, 2003). While
most contrastive approaches are self-supervised, (Khosla
et al., 2020) utilizes class labels as part of their learning
procedure. We emphasize that CIM is not meant to be di-
rectly comparable to the aforementioned techniques, as our
objective is to learn input transformations of the data that
are task-relevant with labeled supervision, without relying
on a two-stage pretraining approach.

Robustness of representations. Several works have con-
sidered the problem of learning relevant features that do
not rely on spurious correlations with the predictive task
(Heinze-Deml & Meinshausen, 2017; Sagawa et al., 2020;
Chen et al., 2020b). Though (Wang et al., 2019) is similar in
spirit to CIM, they utilize gray-level co-occurrence matrices
as the spurious (textural) information of the input images,
then regress out this information from the trained classifier’s
output layer. Our method does not solely rely on textural

features and can learn any transformation of the input space
that is relevant for the downstream task of interest. Although
CIM also bears resemblance to InfoMask (Taghanaki et al.,
2019), our method is not limited to attention maps. (Kim
et al., 2019) uses an MI-based objective to minimize the
effect of spurious features, while (Pensia et al., 2020) addi-
tionally incorporates regularization via Fisher information
to enforce robustness of the features. In contrast, CIM uses
an orthogonal approach to learn robust representations via
the perceptual similarity metric in input space.

SSIM-based loss functions. SSIM and MS-SSIM (Wang
et al., 2003; 2004) have seen a recent resurgence in neural
network-based approaches. In particular, (Yang et al., 2020)
adapted SSIM for single image dehazing and signal recon-
struction, while (Lu, 2019) and (Snell et al., 2017) utilized
the metric for image generation and downstream classifica-
tion. Additionally, Abobakr et al. (2019) proposed a SSIM
layer to make convolutional neural networks robust to noise
and adversarial attacks. Though similar in spirit, CIM uses
a triplet loss based on SSIM in order to learn input-space
transformations of images for robust representations.

6. Conclusion
In this work, we considered the problem of extracting
representations with task-relevant information from high-
dimensional data. We introduced a new framework, CIM,
which learns input-space transformations of the data via a
triplet loss to mitigate the effect of irrelevant input features
on downstream classification performance. Through experi-
ments on (1) classification with nuisance background infor-
mation; (2) out-of-domain generalization; and (3) preserva-
tion of subgroup performance, which typically suffer from
the presence of spurious correlations in the data, we showed
that CIM outperforms most relevant baselines. Addition-
ally, we demonstrated that CIM is complementary to other
mutual information-based representation learning frame-
works such as VIB. A limitation of our work is precisely
the need for labeled supervision, which may be difficult
or prohibitively expensive to obtain during training. For
future work, it would be interesting to test different types
of distance metrics for the triplet loss, to explore whether
CIM can be used as an effective way to learn views for un-
supervised contrastive learning, and to investigate label-free
approaches for learning the input transformations.
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Appendix
A. Additional Experimental Details

A.1. ARCHITECTURES

TN Architectures. In Figure 4, we show the detailed TN architectures used for the Colored MNIST experiment, as well
as for the other models. Architecture details for the downstream classifiers that are specific to each task can be found in
Section 4.

Conv2D [16, (3,3), ReLu]

BatchNormalization

Max-pooling (2,2)

Conv2D [8, (3,3), ReLu]

BatchNormalization

Max-pooling (2,2)

Conv2D [16, (3,3), ReLu]

BatchNormalization

Up-sampling (2,2)

Conv2D [8, (3,3), ReLu]

BatchNormalization

Up-sampling (2,2)

(a) Colored MNIST

Conv2D [32, (3,3), ReLu]

BatchNormalization

Max-pooling (2,2)

Conv2D [16, (3,3), ReLu]

BatchNormalization

Max-pooling (2,2)

Conv2D [8, (3,3), ReLu]

BatchNormalization

Max-pooling (2,2)

Conv2D [8, (3,3), ReLu]

BatchNormalization

Up-sampling (2,2)

Conv2D [16, (3,3), ReLu]

BatchNormalization

Up-sampling (2,2)

Conv2D [32, (3,3), ReLu]

BatchNormalization

Up-sampling (2,2)

(b) Other datasets

Figure 4. a) Architecture of the TN used for all experiments in the paper.

VIB Architectures. We tested 3 different approaches where we: (a) apply KL regularization on the last layer of the
encoder which is of size (1, 2048) and then compute the cross entropy loss; (b) apply KL regularization on the last layer
directly, but add 3 fully connected layers of (1024, ReLU, batch normalization), (512, ReLU, batch
normalization), and (256, ReLU), before calculating the cross-entropy loss; and (c) follow variant (a) after adding
a fully connected layer of size 512 after the last layer of the encoder. We found that (c) yielded the best performance.
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A.2. HYPERPARAMETER CONFIGURATIONS

For all the methods including the baselines we have tuned the hyper-parameters such as the optimizer (SGD and Adam),
learning rate (0.01, 0.001. 0.0001), and batch size (16, 32, 64). The input size for all the experiments was set to 224×224×3
except for Colored MNIST, which was 28× 28× 3. For Colored MNIST and CelebA, we found that the Adam optimizer
with a learning rate of 0.0001 and batch size of 64 worked best. For the Waterbirds and VLCS datasets, we found that the
SGD optimizer with learning rate of 0.001 and momentum of 0.9 with batch size of 32 yielded the best performance. For
the background challenge, we set the optimizer to SGD with learning rate of 0.001 and batch size to 32.

For CIM and VIB-based approaches, we tested β (the hyperparameter for VIB) and λ (for the contrastive loss) with a range
of values within [1.0, 0.00001]. In Table 6, we report the best-performing hyperparameters for each method.

Dataset Method VIB’s β CIM’s λ

CelebA
CIM - 0.00001
VIB 0.1 -
CIM+VIB 0.001 0.0001

Waterbirds
CIM - 0.0001
VIB 0.001 -
CIM+VIB 0.001 0.0001

Background challenge CIM+VIB 0.001 0.0001

Color MNIST
CIM - 0.00001
VIB 0.00001 -
CIM+VIB 0.00001 0.00001

Table 6. β and λ values for CIM, VIB, and CIM+VIB.

B. Additional Experimental Results

B.1. OUT-OF-DOMAIN GENERALIZATION

We present additional results from Section 4.2 with standard errors calculated over 3 runs for our methods. We note that the
results from other papers did not include replicates.

Method Caltech LabelMe Pascal Sun Average

DeepC (Li et al., 2018b) 87.47 62.06 64.93 61.51 68.89
CIDDG (Li et al., 2018b) 88.83 63.06 64.38 62.10 69.59
CCSA (Motiian et al., 2017) 92.30 62.10 67.10 59.10 70.15
SLRC (Ding & Fu, 2017) 92.76 62.34 65.25 63.54 70.15
TF (Li et al., 2017a) 93.63 63.49 69.99 61.32 72.11
MMD-AAE (Li et al., 2018a) 94.40 62.60 67.70 64.40 72.28
D-SAM (D’Innocente & Caputo, 2018) 91.75 57.95 58.59 60.84 67.03
Shape Bias (Asadi et al., 2019) 98.11 63.61 74.33 67.11 75.79

VIB (Alemi et al., 2016) 97.44±0.143 66.41±0.045 73.29±0.040 68.49±0.150 76.41±0.095
SCLE2E (Ours) 95.56±0.141 66.72±0.043 73.16±0.053 65.10±0.071 75.14±0.077
CIM (Ours) 98.21±0.004 67.80±0.010 73.97±0.003 69.01±0.003 77.25±0.005
CIM + VIB (Ours) 98.81±0.003 66.49±0.004 74.89±0.007 70.13±0.008 77.58±0.006

Table 7. Multi-source domain generalization results (%) on the VLCS dataset with ResNet-18 as the base network for downstream
classification. All reported numbers are averaged over three runs. CIM+VIB outperforms the state-of-the-art model (Asadi et al., 2019).

B.2. ADDITIONAL VARIANTS OF CIM ON SUBGROUP PERFORMANCE

We present additional results on the other variants of CIM as mentioned in Section 3.2: CIMf and CIMg. We also experiment
with a naive metric based on the `2 distance between two images in pixel space, which we name CIMmse, and find that it
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leads to worse performance. We report the results of both these variants on Waterbirds and CelebA datsets in Table 8. We
find that encoding only the input (i.e. CIM+VIB) to calculate the structural triplet loss outperforms both CIMg and CIMf.

Dataset Method unsupervised (group-level), Worst-group acc. Average acc.

C
el

eb
A

GDRO (Sagawa et al., 2019) 7 88.30 91.80
ERM (Sagawa et al., 2019) 3 41.10 94.80
Our baseline 3 70.31 93.98
VIB (Alemi et al., 2016) 3 78.13 91.94
SCLE2E (Ours) 3 68.80 95.80
CIMf + VIB (Ours) 3 80.87 88.24
CIMg + VIB (Ours) 3 82.03 91.27
CIM + VIB (Ours) 3 83.59 90.61

W
at

er
bi

rd
s

GDRO (Sagawa et al., 2019) 7 83.80 89.40
CAMEL (Goel et al., 2020) 7 89.70 90.90
ERM (Sagawa et al., 2019) 3 60.00 97.30
Our baseline 3 62.19 96.42
VIB (Alemi et al., 2016) 3 75.31 95.39
SCLE2E (Ours) 3 64.10 96.50
CIMf + VIB (Ours) 3 76.65 95.31
CIMg + VIB (Ours) 3 73.79 94.91
CIM + VIB (Ours) 3 77.23 95.60

Table 8. Average and worst-group accuracies for CelebA and Waterbird benchmark datasets. Methods without group-level supervision
(3) are preferable over those with group-level supervision (7). CIMs + VIB outperforms unsupervised methods on both datasets, while
achieving comparable performance against supervised approaches. Underline shows the best accuracy among the unsupervised methods.

B.3. CONNECTION TO WEIGHTED ATTENTION AND SALIENCY MAPS

Although our method bears resemblance to methods with (weighted) attention and saliency, we demonstrate that the TN
in CIM is in fact learning a more sophisticated transformation. We experimented with two approaches: (1) learning an
attention-like map (Only m) via the TN; and (2) GradCAM (Selvaraju et. al 2016) for saliency detection (Saliency) to
see which method would yield perform more favorably on the downstream classification task.

For the GradCAM baseline, we first trained a ResNet-50 classifier, computed saliency maps using GradCAM after freezing
the model, composed the saliency map with the inputs, and trained a new ResNet-50 classifier with the modified inputs
(without nuisance background information). As in Table 9, we find that this saliency method (Saliency) improves over
the baseline, but does not outperform either the learned attention map (Only m) or CIM. Figure 5 shows that this is because
the saliency detection algorithm may incorrectly mask out a task-relevant region in the original image. By learning this
transformation jointly with our classifier as in CIM, we are able to improve performance.

Figure 5. Learned saliency maps from the GradCAM baseline.
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B.4. ALTERNATIVE SAMPLING STRATEGIES FOR CIM

Inspired by the contrastive learning literature which explores the impact of various positive and negative sampling strategies,
we experimented with two alternative sampling approaches: neg++ and pos++ (sampling more negative/positive examples
per batch respectively). In neg++ we used 3 negative examples for each positive example, and vice versa. As shown in
Table 9, we did not find a clear improvement.

CelebA Waterbirds

Method Worst-group Average Worst-group Average

Baseline 70.31 93.91 62.19 96.42

Only m 82.81 90.06 75.31 95.14
Saliency 75.77 90.90 67.19 92.70
CIMmse 75.78 91.55 69.69 95.46

CIM neg++ 78.12 91.90 70.62 96.10
CIM pos++ 78.13 92.89 76.71 95.60

CIM 83.59 90.61 77.23 95.60

Table 9. Results for different baselines and sampling strategies.


