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Abstract 

Architecture and urban design projects are constantly 

breaking barriers of scale and complexity and continuously 

seek improved efficiency, sustainability, building energy 

performance, and cost-effectiveness. Simulation and large-

scale data processing are now fundamental elements of this 

process. Recent advances in algorithms and computational 

power offer the means to address the complex dynamics of 

an integrated whole building system. However, scalability is 

a significant barrier to the realization of whole building 

systems tools for design, control and optimization. 

This position paper presents a set of techniques such as 

fast design parameter-space exploration, large-scale high-

accuracy simulation, and integrated multi-disciplinary 

optimization for semi- or fully-automated designs. These 

techniques are extremely computing intensive, and have 

traditionally only been available to the research community. 

But, once enabled by advances in cloud computing and high 

performance computing, these techniques can facilitate the 

interactive design process resulting in improved outcomes 

and reduced development cycle times. 

1. INTRODUCTION 

According to the World Business Council for 

Sustainable Development (2009) and the U. S. Department 

of Energy (DOE) (U.S. DOE, Energy Information 

Administration 2008a), buildings account for 40% of the 

world’s total energy consumption and, in 2005, and nine 

gigatons of global carbon dioxide (CO2) emissions, well 

above the transportation and industry sectors. In the United 

States alone, commercial and residential buildings account 

for 38% of all CO2 emissions and 72% of electricity 

consumption (U.S. DOE, Energy Information 

Administration 2008b; U.S. DOE, Environmental 

Information Administration 2008c). Furthermore, buildings 

use 13.6% of all potable water, or 15 trillion gallons per 

year, and 40% of raw materials globally, which is equivalent 

to 3 billion tons annually (Hutson et al. 2004, Lenssen and 

Roodman 1995). Much of the energy consumption by 

commercial buildings is spent on lighting (26%), followed 

by heating and cooling (13% and 14%, respectively) (U.S. 

DOE 2007). Investing in energy efficient light bulbs and 

insulation materials and in automated shading has proven to 

reduce the energy demands on cooling and lighting (Lee et 

al. 2007). However, incremental improvements achieved by 

implementing individual energy efficient technologies alone 

are not sufficient to successful meet the challenging 

objectives set forth by the Intergovernmental Panel on 

Climate Change (IPCC) and other directives issued by 

cities, for example PlaNYC in New York City (IPCC 2007, 

PLANYC 2007). 

Reducing energy consumption by buildings and 

improving energy efficiency in buildings are two 

approaches to help achieve the goals.  Frost and Sullivan 

(2009) cites the American Society of Heating, Refrigerating 

and Air-Conditioning Engineers (ASHRAE) stating only 

11% of building cost is construction, while 50% of the 

lifecycle cost is in the operation of the building. 

Nobel Prize laureate and U. S. Secretary of Energy Dr. 

Steven Chu stated: “We need … computer design tools for 

commercial and residential buildings that enable reductions 



 

 

in energy consumption of up to 80 percent with investments 

that will pay for themselves in less than 10 years.” (Chu 

2009). This grand challenge will require a system 

integration approach to building design, aided by computer 

tools with embedded energy analysis, computer monitoring, 

and real-time control of building systems. 

A smarter building can be defined as integrating major 

building systems on a common network where information 

and functionality between systems is shared to improve 

energy efficiency, operational effectiveness, and occupant 

satisfaction (IBM, 2010).  A smarter building is a complex 

system of systems that span heating and air conditioning, 

lighting, security, access control, entertainment, people 

movers, water, and monitoring, control and maintenance 

systems. Ideally, these systems would have well managed 

and integrated physical and digital infrastructures that make 

the building safe, comfortable, and functional for its 

occupants and sustainable for the environment. Through the 

use of sensors, digital smart IP enabled meters and 

submeters, digital controls, and analysis tools to 

automatically monitor and control services for its users, 

buildings can be studied in much greater detail to investigate 

whole systems solutions. Since the average lifetime of a 

commercial building is fifty years, it is crucial to focus on 

the design, construction, and operation of both new 

buildings and retrofits. 

An integrated design process (IDP) for new buildings 

and building retrofits that incorporates energy simulation, 

lighting analysis, computational fluid dynamics and digital 

information about a building’s structure, occupancy, and 

plumbing, electrical and mechanical systems and costs, will 

enable architects, builders and contractors, facilities 

managers, and building owner/operators to achieve 

optimized building performance through the selection of the 

best materials, windows, equipment, subsystems and 

processes. These virtual models and tools, combined with 

cloud and high performance computing (HPC), will improve 

productivity and allow rapid assessment of design 

alternatives (Lunzer and Hornbæk, 2008) to optimize the 

energy performance of a building. A shift in culture among 

building stakeholders is needed to adopt collaboration, 

interoperability, and the effective and active use of 

operational building data as the way of the future. 

Cloud computing is an emerging style of computing in 

which applications, data and IT resources are provided as 

services to users over the web. Cloud computing is a way of 

managing large numbers of highly virtualized resources 

such that, from a management perspective, they resemble a 

single large scalable resource, which in turn can be used to 

deliver services.  Several cloud computing paradigms exist, 

for example, Software as a Service (SaaS), Platform as a 

Service (PaaS), and Infrastructure as a Service (IaaS) (Zhu 

et al. 2009).  This is a disruptive computing and business 

paradigm, poised to change the traditional organizations’ IT 

infrastructure management and business practices, and to 

dramatically improve productivity and cost effectiveness of 

software solutions. As an infrastructure paradigm, cloud 

computing is extremely well suited to efficiently handle 

traditional “web” workloads, whereas its adoption in 

different areas of computing is not without technical and 

strategic challenges that, without solution, inhibits 

acceptance and adoption. 

We present an analysis of the benefits and challenges of 

using cloud computing and HPC in the context of the design 

and operation of next-generation architecture and urban 

design projects, and suggest some potential solutions. 

2. ARCHITECTURE, URBAN DESIGN PROJECTS 

AND SOFTWARE APPLICATIONS 

Architecture and construction projects require a vast 

array of software solutions that range from Product 

Lifecycle Management (PLM) to Computer Aided Design 

(CAD) systems, logistics, and energy usage simulation to 

environmental impact analysis. These software tools 

improve the productivity of designers, architects, engineers, 

builders, managers and facility workers who need to operate 

in the best way to successfully complete the assigned 

projects within budget and time constraints. 

Simulation has been traditionally used in architectural 

and engineering projects to validate designs created by 

individual domain experts, and is usually performed on 

reduced-complexity system models in order to contain the 

overall analysis time and cost.  The United States Green 

Building Council (USGBC) encourages the use of 

simulation in its Leadership in Energy and Environmental 

Design (LEED) certification process.  

Today’s building energy simulators are not able to 

capture the multi-scale dynamics of a whole building system 

and the majority of models provide results relevant only to 

steady state conditions. More recently though, the 



 

 

requirements for additional efficiency and cost reduction in 

large-scale projects, combined with the availability of more 

sophisticated tools to evaluate and predict the resulting 

project’s performance (e.g. a building’s total energy 

consumption) as accurately as possible, are improving the 

collaborative nature of design. With these more 

sophisticated tools come increases in the amount of data 

produced, which ultimately requires increases in compute 

power to process various simulation-driven optimization 

strategies. 

The PLM range of software applications is relatively 

easy to migrate to the cloud environment, as their 

fundamental operations are of a transactional nature and 

large, distributed databases have been commonly used in 

cloud-based web applications for some time. These 

characteristics facilitate the economic justification of a 

cloud-based business model.  CAD and more general design 

applications, on the other hand, especially when applied to 

large-scale projects, present significant challenges that must 

be addressed to allow the full exploitation of cloud 

computing economies of scale. 

Simulation is also a discipline, which, despite the vast 

amount of expertise accumulated over recent decades, has 

not been fully exploited as a process optimization tool, 

mostly due to the inherently high costs associated with 

dedicated HPC resources. Fully addressing these challenges 

opens up tremendous new opportunities that can 

revolutionize the way architecture and urban design projects 

are planned and executed. 

Below, computing advances are outlined where scalable 

resources can have a significant impact on the development 

of solutions in support of the grand challenges of this 

domain. 

2.1. Intelligent Application Execution Prediction 

Design software is characterized by a workflow 

composed of alternating stages: a user performs an 

operation (action stage) and then reviews the results of the 

operation (review stage). When large amounts of computing 

resources are available, computing power can be dedicated 

to predict a user’s behavior in order to reduce the perceived 

application latency. Implicitly, the more action-review 

workflow cycles that can be performed during the design 

process, the better the outcome. Predictive methods can 

greatly reduce the time taken for each cycle thereby 

allowing more cycles to take place in the same amount of 

time. 

In the review stages, while the user is evaluating the 

effects of the last operation or set of operations, the 

application will analyze the user’s workflow and attempt to 

predict which set of operations the user is most likely to 

perform next. Then it will allocate computing resources to 

actually perform in parallel all those operations, speculating 

that one of them will actually be selected by the user in the 

next action stage (Igarashi and Hughes, 2001). If the 

speculation is successful, the latency of the selected 

operation can be significantly reduced by overlapping it 

with the time the user takes to review his/her progress. 

2.2. Fast Parameter-space Exploration 

Design, architecture and engineering are disciplines that 

require the evaluation of numerous options and the expertise 

of individual domain experts provides guidance towards the 

choices that must be made at all stages of a project.  Despite 

the skill level of a project’s individual contributors, there is 

a limit to the variety of options and combinations of 

components an architect or an engineer can evaluate in a 

reasonable amount of time during each design cycle on a 

large project. 

It is necessary to develop effective methodologies and 

tools to improve the speed of design space exploration for 

optimal configurations that reduce energy consumption, 

improve overall efficiency, and/or the total cost of the 

project itself in a robust way so that variations in the 

different uses of buildings, energy loads, and degradations 

in equipment operation can be considered in a timely 

manner.  Access to large amounts of computing power 

would lead to the ability to evaluate hundreds or thousands 

of different design variations and their effects on the overall 

project. This would provide an opportunity for more 

informed decision-making and for further confirmation of a 

choice made by a subject matter expert.  

2.3. Large-scale Simulation 

Next-generation architecture projects face increasing 

budget constraints, demands for greater efficiency and 

reductions in environmental impact. As the multitude of 

variables inherent in construction projects increases and the 

need for more sophisticated simulation models for design 

and construction grows, for example to better understand the 

real non-linear behavior of materials, a much higher level of 



 

 

detail in the simulations are required in order to have the 

most accurate possible analyses. In the past, greatly 

simplified models have been considered sufficient for 

estimating energy consumption.  While the potentially 

double-digit error ranges that result may be acceptable for 

buildings expecting typical energy consumption, these 

simplifications are not viable for a low-energy building 

where a difference of 10% would be unacceptable for a 

theoretically net-zero energy building. 

Complex and very detailed analysis models require 

simulation to a scale only available to large private, 

academic, and government research laboratories. Recent 

advances in computational power, computer software, and 

clever mathematical algorithms and heuristics offer 

industries access to such tools across a building’s life cycle 

providing the means to address the complex dynamics of a 

whole integrated building system. Burns et al. (2010) 

discuss the needs, the current state and gaps, and the 

research approach for simulation-based design. 

2.4. Multi-disciplinary Optimization for Semi-

automatic Design 

Multi-disciplinary optimization can be defined as the 

field of engineering that uses optimization methods to solve 

design problems incorporating a number of disciplines.  The 

importance of sound software design practices is often 

underestimated when developing large-scale integrated 

simulations.  Typically each discipline develops or uses 

software modules and well-defined interfaces between these 

modules are lacking. 

As a further refinement to fast parameter-space 

exploration, numerical analysis principles can be applied to 

find optimal project configurations based on soft and hard 

constraints such as energy consumption, carbon emissions, 

among others.  Architecture designs can be defined as 

completely parametric problems as illustrated in Shea, Aish 

and Gourtovaia (2005).  The concept can be extended to 

define not only shapes but also other characteristics of 

architecture projects, such as the choice of construction 

materials for every component, placement of fixtures, shape 

and size of windows, mechanical systems integration 

strategies, and so on. 

When combined in a single problem domain, the number 

of variables easily overwhelms the capabilities of an 

individual simulation.  While analysis of the results of 

individual simulations and fast parameter space exploration 

can provide strong guidance, multi-disciplinary optimization 

combines analytical methods with domain-specific 

heuristics to provide a very integrated decision-making tool.  

This technique can result in dramatic improvements in 

overall cost reduction and efficiency, and if applied to a vast 

majority of future architecture and engineering projects, it 

can substantially reduce the environmental impact of next-

generation urban planning, but not without substantial 

increases in the complexity of the system. 

3. CHALLENGES 

3.1. CAD User Experience 

Interactivity and complex 3D visualization are both 

fundamental characteristics of modern CAD systems.  The 

main source of potential compromises in using a cloud-

based interactive computing environment is the latency 

introduced by the communication network, which in most 

circumstances is the Internet. The very low response latency 

typical of CAD applications running on a user’s workstation 

is hard to replicate while running in the cloud, although the 

large amount of computing power required for increasingly 

important operations like complex simulation and multi-

disciplinary optimization is not available in a desktop 

system.   

3.2. Data Transfer and Data Security 

Organizations operating in the engineering sector 

generate large amounts of security sensitive data such as 

project plans, CAD drawings, and project schedules.  

Transferring security sensitive data to a public cloud is then 

a serious trust issue for some organizations, who cannot 

afford the risk of having data stolen or compromised.  

Transferring the data to the cloud for on-demand processing 

can be impractical and cumbersome, especially in the 

presence of large datasets, which is common for large 

engineering projects; some form of incremental data transfer 

is then required. Buecker et al. (2009) provide technical 

guidance on cloud security. 

Faced with exponential data growth and increasing 

regulatory requirements, organizations want to protect their 

data and applications at reduced costs.  Services exist today 

that enable security-rich managed protection of critical data 

on-site or off-site, help reduce the total cost of ownership 

with cloud-based data backup solutions, and ease 

management of various industry regulation requirements.   



 

 

3.3. Simulation and Algorithm Scalability in the Cloud 

The scale and complexity of the problems that future 

simulation algorithms will be required to solve, combined 

with the fundamental architecture of cloud systems, does not 

suit the traditional HPC model which relies on a much 

higher level of predictability from the underlying hardware 

and infrastructure. Standard cloud nodes are not well suited 

to run classical HPC algorithms, so new variations of 

algorithms are needed to make better use of the commodity 

hardware based cloud configurations. Only recently cloud 

providers are beginning to offer on-demand services for 

high performance computing. 

3.4. Fault Tolerance 

Moving an entire organization’s business on to cloud 

systems can have dramatic consequences in case of faults 

like network outages. The benefit and the appeal of using 

public or semi-private computing clouds would be greatly 

diminished if fault-tolerance were not appropriately handled 

and if the solutions were not properly demonstrated to 

organizations. Extreme flexibility in the underlying 

infrastructure needs to be factored in when designing 

solutions that must be able to accommodate sudden faults 

and/or sudden increases in computing demands. 

4. POTENTIAL SOLUTIONS 

4.1. CAD User Experience 

In order to avoid disrupting the user experience, a 

careful evaluation of applications and user behavior is 

necessary. CAD applications exhibit a peculiar kind of 

workflow that alternates phases of intense interaction to 

perform simple operations and review, to phases of intense 

computation, necessary to perform complex operations.  

Systems like “Snowbird/Snowflock” described in Lagar-

Cavilla et al. (2007) are capable of detecting and reacting to 

this alternation performing incremental, transparent, live 

virtual machine migration from a user’s workstation to the 

cloud and vice-versa. This capability provides an extremely 

useful new paradigm to extend application computing 

scalability using vast cloud-based resources, while 

minimizing changes in the application’s user interface 

modules and general behavior. 

4.2. Data Transfer and Data Security 

To overcome data transfer latency to the cloud, two 

strategies offer some potential solutions: 

 I/O operations originating from a users’ workstation 

and directed to an organization’s central storage 

system such as a Storage Area Network can be 

intercepted by dedicated appliances, which can 

batch, compress and encrypt a number of popular 

storage protocols such as iSCSI, and forwarded to 

the cloud’s storage system. In case of network fault 

the operations are queued and transmitted after the 

network is restored. 

 User’s workstations are partially virtualized, with 

“shadow” virtual machines running in the cloud to 

replicate all the user’s operations, including storage 

accesses. 

Any of these strategies allow for a persistent copy of the 

relevant data to be maintained and updated in the cloud, 

ready for use by a number of scalable computing workloads. 

Data security can also be augmented by using 

partitioning schemes, such that a complete dataset is never 

completely available in a single system, similar to 

distributed, peer-to-peer content distribution systems; this 

strategy is particularly well suited for large datasets 

representing models on which simulation is performed, as 

domain decomposition is then necessary to distribute the 

calculation over a large amount of computing nodes. 

The application of distributed data exchange security 

models based on virtualization like Trusted Virtual Domains 

(TVD) in Linwood Griffin et al. (2005) and Bussani et al. 

(2005) would also be a further step towards the 

comprehensive system required by organizations to entrust 

data to a cloud provider. 

4.3. Simulation and Algorithm Scalability in the Cloud 

Due to the extreme commoditization of the architecture 

of cloud systems, there are several unique characteristics 

that must be accounted for to avoid hard scalability 

limitations. Still, several lessons can be learned from past 

research in distributed computing to leverage the very 

dynamic nature of these systems. 

First, workloads must be created having a single virtual 

machine as the fundamental computing entity, relying on as 

little external information and communication as possible. 

Second, new programming models that account for the 

dynamic and heterogeneous nature, and the massive scale of 



 

 

cloud systems, need to emerge to mitigate algorithm 

development complexity and to avoid continuous manual 

refactoring subject to the volatile underlying platforms and 

networks. For example, taking some hints from numerical 

optimization as described in Iorio (2009), an effective 

layering strategy can be highly beneficial. 

Third, when the individual computing entity is a pre-

configured virtual machine, adaptive, dynamic domain 

decomposition and computing strategies must also be 

adopted to leverage the extreme amount of computing 

potentially available to cloud-based applications. 

4.4. Fault Tolerance 

The fully virtualized nature of cloud systems allows for 

a more streamlined management of fault tolerance.  

Applications and workloads designed to run within a virtual 

machine are completely agnostic of their location, their 

individual performance, and the exact topology of the 

network fabric. 

The characteristics of the infrastructure and the 

constraints posed by it on the applications actually result in 

a much easier exploitation of multiple fault-tolerance 

strategies that depend on this strict separation of 

information. As an example, modern cloud infrastructures 

can produce full virtual machine snapshots in a very short 

time, and upon detection of a software or hardware issue can 

provision a new virtual machine that maintains the same 

characteristics of the one that failed. 

This feature makes the adoption of a “checkpointing” 

fault-tolerance strategy much easier from the application 

developer standpoint in a very elegant way. Traditional HPC 

systems, based on a message passing interface, either do not 

possess this characteristic, or must be designed and 

implemented at the application level, which is much more 

time consuming and error prone. 

5. LIVING LAB CASE STUDIES 

The discrepancy between the modeled and actual energy 

performance in completed construction projects is becoming 

clearer to practitioners and certification bodies. This trend, 

together with the recognition of the need for widespread 

implementation of massive energy efficiency improvements 

in both new and existing buildings, has led to a number of 

projects that provide testbeds for experimentation called 

“living labs.”  For a commercial building, the Digital 210 

King project in Toronto (Attar et al. 2010) brings together a 

detailed Building Information Model (Eastman, 2007) with 

sensor data collected from the building control system as 

well as meters and submeters. At a sustainable community 

level, the Millennium Water Olympic Village project in 

Vancouver (Bayley et al. 2009) applied a multitude of 

efficiency measures to great effect achieving a close to net-

zero energy community. At an urban level, the highly 

publicized yet-unrealized Masdar City project in Abu Dhabi 

(www.masdar.ae) aims to be entirely fueled by renewable 

resources, primarily from solar energy. 

At regional and national levels, the U.S. Department of 

Energy recently announced the establishment of an Energy 

Innovation Hub focused on developing technologies to 

make buildings more energy efficient (U.S. DOE 2010).  

Led by The Pennsylvania State University, the Energy 

Innovation Hub is located at the Philadelphia Navy Yard 

Clean Energy Campus and will function as a living lab.  

Hub members include nine universities, two U.S. National 

Laboratories (Lawrence Livermore and Princeton), and five 

industrial firms including IBM.  A highly multidisciplinary 

approach is underway to take full advantage of the diverse 

knowledge sets needed to develop a significantly improved 

outcome.  As lead for Integrated Design Processes and 

Computational Tools, IBM is collaborating with other Hub 

members including Carnegie Mellon University, Lawrence 

Livermore National Lab, Penn State, Purdue, United 

Technologies Research Center, and Virginia Tech on this 

task. IBM will develop a cloud computing framework and 

infrastructure to support the interoperability of information 

and tools that will help ensure a range of small to mid-sized 

to large firms can take advantage of these technologies. In 

addition, IBM will implement performance monitoring and 

diagnostic systems for the integrated control systems. 

6. CONCLUSION AND FUTURE OUTLOOK 

The cloud environment offers the very compelling 

opportunity of using computing power on a scale previously 

unavailable to most users of design and engineering 

software applications. The main challenges are thus both in 

defining novel avenues to use that computing power and in 

ensuring that the user experience remains familiar to widely 

adopted standards, augmenting the user’s capabilities rather 

than exacting new workflow compromises. 

Promising techniques that leverage the already 

virtualized nature of the cloud environment exist and can be 



 

 

used to exploit the vast opportunities cloud computing has 

to offer to the engineering community, and will make it a 

viable option for architecture and engineering organizations 

to increase the efficiency of their practices and operations. 

Moreover the constant reduction in the cost of cloud-

based computing resources will dramatically increase the 

amount of computing power available on demand, thus 

enabling full democratization of an entire portfolio of 

powerful tools, with the prospect of both reductions in 

project costs and environmental impact, and increases in 

overall efficiency over the entire project lifecycle. 
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